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This paper examines the role of AI-generated content (AIGC) in enabling dynamic storytelling and 

personalised film narratives, a transformative approach that enhances viewer engagement by 

tailoring film elements to individual preferences. Traditional storytelling methods often limit 

audience interaction and customisation, but with advancements in AIGC, filmmakers can now 

create adaptive storylines, character interactions, and visual aesthetics that respond in real time to 

viewer behaviours and emotional cues. We present a framework for implementing AIGC in film, 

leveraging machine learning, natural language processing (NLP), and emotion recognition to 

generate personalised narratives. This paper also analyses empirical results from experimental 

implementations, showing significant improvements in viewer engagement, satisfaction, and 

emotional connection when exposed to dynamically tailored content. We discuss the challenges 

and ethical considerations inherent in AIGC-driven personalisation, including maintaining 

narrative coherence and addressing privacy concerns. Our findings suggest that integrating AIGC 

into storytelling opens new avenues for immersive, interactive media experiences, reshaping the 

future of audience-driven content creation in the film industry. 
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I. INTRODUCTION 

 
The rise of streaming services and interactive media has 

shifted the expectations of modern audiences, who now seek 

increasingly immersive and personalised content (Brown, 

2023). Traditional storytelling in films, which offers static, 

linear narratives, faces challenges in keeping pace with these 

evolving preferences. Viewers today show a growing demand 

for stories that respond to their tastes, engage them on a 

deeper level, and provide unique experiences (Tang, 2024; 

Tieman, 2020). This has created opportunities for 

incorporating AI-generated content (AIGC) in filmmaking, a 

technology that enables dynamic storytelling by allowing 

narratives to adapt to individual viewers in real time (Chen, 

2022). Through AIGC, films can adjust plot elements, 

dialogue, and visuals to cater to viewers' preferences, 

enhancing engagement and satisfaction.  

AIGC uses a combination of artificial intelligence 

techniques, such as machine learning, natural language 

processing (NLP), and computer vision, to generate content 

autonomously or collaboratively with human creators (Li, 

2024; Leong, 2024h). It leverages data from viewers—such 

as preferences, past viewing behaviours, and real-time 

reactions—to produce dynamic, personalised narratives 

(Leong, 2024e). This capability enables film narratives to 

respond to audience feedback instantly, allowing unique 

storylines for each viewer. 

The application of AIGC in the film industry offers 

groundbreaking potential for personalisation, impacting 

how stories are told, experienced, and perceived. Unlike 

traditional methods, AIGC-driven storytelling enables 

adaptive and interactive narratives, transforming passive 

viewing into an active and engaging experience. This 

research paper investigates the architecture, techniques, and 
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empirical impacts of AIGC-driven dynamic storytelling on 

audience engagement and satisfaction. 

 

Figure 1. Overview of AIGC-Driven Storytelling Process 

Figure 1 shows the integration of AIGC into film production, 

involving:  

User Profiling Module: Collects data on viewer preferences 

and responses. 

• Content Generation Module: Generates or modifies 

elements like dialogue, plot, and character interactions 

based on real-time inputs. 

• Adaptation Module: Adjusts the narrative, visuals, and 

pacing dynamically as the viewer interacts with the 

content. 

This research paper aims to develop a framework for 

implementing AIGC in personalised storytelling within films. 

We would evaluate the impact of dynamic storytelling on 

audience engagement and satisfaction. The work is to 

analyse technical challenges, including maintaining 

narrative coherence and ethical considerations surrounding 

viewer data. 

II. LITERATURE REVIEW 
 

The idea of non-linear, interactive storytelling has existed in 

various forms, with early roots in choose-your-own-

adventure books from the 1970s and 80s (Table 1). These 

works introduced branching narrative structures, allowing 

readers to dictate story progression. The concept gained 

traction in the digital age with the introduction of interactive 

films and video games, where players’ choices influenced 

outcomes and plot directions. 

 

Table 1. Early Milestones in Interactive Storytelling 

Year Milestone Description 

1979 Choose-Your-Own-

Adventure Books 

Introduced branching 

narratives in literature 

1993 Myst Video Game Non-linear gameplay with 

player-driven outcomes 

1997 Starship Titanic 

(Interactive Movie) 

Enabled interactive 

storytelling through choices 

 

The concept of AI-generated content (AIGC) evolved from 

natural language processing (NLP) and machine learning 

models that could autonomously generate coherent text and 

dialogue (Gao, 2024). Notably, with the advent of OpenAI’s 

GPT models and transformer-based architectures, machines 

became capable of creating complex narratives and 

dialogues that emulate human authorship (OpenAI, 2024). 

 

 
Figure 2. Evolution of AIGC Technologies in Storytelling 
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Figure 2 illustrates the timeline of technological 

advancements in AIGC, from early NLP models to modern 

generative models like GANs and reinforcement learning, 

which facilitate real-time adaptive content (Goodfellow, 

2014). 

In Table 2, the rise of AIGC is largely attributed to specific 

AI technologies. Natural Language Processing (NLP) models, 

like GPT, enable dialogue generation and adaptive plot 

progression, while Generative Adversarial Networks (GANs) 

create photorealistic images and visual effects, useful in 

personalised scenes (Vaswani, 2017; Radford, 2019; Tang, 

2024a). 

 
Table 2. Summary of Key AIGC Technologies for Dynamic 

Storytelling 

Technology Description Applications in 

Film 

NLP (GPT) Generates 

dynamic 

dialogue 

Adaptive storylines, 

personalised 

characters 

GANs Creates synthetic 

visuals and 

effects 

Visual adaptations, 

realistic characters 

Reinforcement 

Learning 

Optimises 

engagement 

Tailor's scenes, 

adjust pacing, real-

time adaptation 

 

Research by Zhang et al. (2024) demonstrates that viewer 

engagement increases when narratives are aligned with 

individual preferences. Studies indicate that interactive 

elements that allow viewers to make choices or adjust 

elements according to their moods create a more immersive 

experience (Brown & Smith, 2023). 

 
Figure 3. Viewer Engagement Comparison - Personalised vs. 

Traditional Films 

Figure 3 shows increased engagement metrics (e.g., time 

spent, emotional engagement scores) for personalised films 

as compared to traditional linear narratives, based on recent 

experimental studies. 

Dynamic storytelling allows plot directions to shift based 

on real-time inputs, such as viewers’ emotional responses 

(Chen & Liu, 2022). Emotion AI has been used to monitor 

audience responses through facial recognition or biometric 

feedback, which helps systems adapt plot intensity or modify 

dialogue to match the viewer’s mood (Zhang, 2024a). 

 

 
Figure 4. Adaptive Plot Generation Flowchart 

 

Figure 4 details how AI can adapt plots based on 

emotional responses, illustrating the flow from emotion 

recognition to content adaptation (e.g., pacing, scene 

modification). 

Incorporating AIGC into the film raises ethical concerns 

related to privacy and data usage. Viewer profiling requires 

gathering sensitive data, which can lead to privacy risks. 

Research by Smith et al. (2022) highlights potential issues 

with profiling accuracy and the balance between 

personalisation and narrative coherence. 

Recent experiments with AIGC-driven narratives show 

that viewer engagement increases by 20-30% in films that 

adapt to user preferences. Surveys conducted by Zhang et al. 

(2024b) reveal that viewers rate their satisfaction with 

dynamic storytelling 20% higher than with traditional 

methods. 
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Table 3. Comparative Analysis of Viewer Engagement and 

Satisfaction 

Metric 
AIGC-Drive 

Storytelling 

Traditional 

Storytelling 

Viewer Engagement 82% 65% 

Satisfaction Score 4.5/5 3.7/5 

Narrative Coherence Moderate High 

 

 
Figure 5. Satisfaction Scores Across Storytelling Methods 

 

Figure 5 illustrates satisfaction scores for viewers 

experiencing AIGC-driven narratives compared to 

traditional storytelling. 

One challenge in AIGC-based storytelling is maintaining 

narrative coherence. Viewer personalisation can create 

fragmented stories, reducing coherence and overall 

narrative impact (Peng, 2024). Reinforcement learning is 

explored as a solution, allowing systems to balance 

personalisation with plot integrity. Future research should 

focus on hybrid narrative models that blend AIGC with fixed 

elements to preserve coherence. Improved data privacy 

measures and transparent data practices are essential to 

address ethical concerns (Leong, 2024a). 

Dynamic storytelling using AIGC is a significant shift in 

the film industry, enhancing viewer engagement and 

satisfaction through adaptive narratives (Leong, 2024d). 

While challenges such as data privacy and narrative 

coherence persist, advancements in AI models continue to 

make personalised storytelling more viable and impactful. 

 

III. METHODOLOGY 
 

The methodology outlines the design and implementation of 

a personalised film narrative system using AIGC, while the 

case study demonstrates the real-world application of this 

system and evaluates its impact on viewer engagement and 

satisfaction. 

The User Profiling Module is essential for gathering viewer 

data, which informs content personalisation and dynamic 

adaptations. This module consists of: 

Viewer Preferences: Surveys and previous viewing data are 

used to identify preferred genres, plot structures, and 

emotional tones. 

Emotion Detection: Using AI-powered facial recognition 

software or wearable sensors, this component measures 

real-time viewer emotions (e.g., surprise, happiness) to 

gauge engagement. 

Engagement Analysis: Tracks viewer behaviours like pause, 

rewind, and scene replays to assess attention levels. 

 
Figure 6. System Architecture for AIGC-Driven Dynamic 

Storytelling 

 

Figure 6 illustrates the flow from the User Profiling 

Module to Content Generation and Adaptation, showing 

how data cycles through these modules for continuous 

optimisation. 

 
A. Content Generation Module 

 
The Content Generation Module is responsible for creating 

adaptable scenes, dialogue, and pacing options tailored to 

user data from the profiling module (Leong, 2024c). This 

includes: 
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NLP for Dialogue Generation: Transformer-based models 

(e.g., GPT) create adaptive dialogue in response to viewer 

preferences, allowing the storyline to adjust dynamically. 

Visual Effects with GANs: GANs generate or modify visual 

elements in real-time, allowing character, setting, or lighting 

adjustments that align with the viewer's mood or emotional 

response. 

Scene and Plot Management: This module selects story 

arcs based on viewer engagement data, adjusting plot paths 

and character development to align with viewer expectations. 

 
B. Adaptation and Feedback Module 

 
In Table 4, the Adaptation and Feedback Module allows the 

system to monitor viewer engagement in real time and 

adjust accordingly. It includes: 

Real-Time Engagement Tracking: Measures viewer 

interaction (e.g., gaze tracking, physiological sensors) and 

uses this data to inform pacing, dialogue, and scene shifts. 

Continuous Feedback Loop: Adjusts content based on real-

time viewer responses, cycling back into the User Profiling 

Module for improved personalisation. 

 

Table 4. Core Components of the Dynamic Storytelling 

System 

Module Key Function Technologies 

Employed 

User Profiling Collects and analyses 

viewer preferences and 

behaviour 

Emotion AI, data 

aggregation 

Content 

Generation 

Generates adaptive 

dialogue, visuals, and 

plot 

NLP, GANs 

Adaptation 

and Feedback 

Adjusts pacing and 

narrative flow in real-

time 

Real-time analytics, 

reinforcement learning 

 

 Initial data was collected via surveys to establish a 

baseline for viewer preferences. Emotion AI software for 

real-time emotional tracking and engagement indicators, 

like gaze direction and physiological responses. Measured 

through average watch time, rewatch rates, and emotional 

engagement metrics. Post-viewing surveys use Likert scales 

to assess overall satisfaction, narrative coherence, and 

personalisation effectiveness. 

 

Case Study: Implementation of Dynamic 

Storytelling in a Short Film, Adaptive Horizons 

 

Film Title: Adaptive Horizons 
 

The narrative follows a protagonist navigating life challenges, 

with branching story paths based on viewer preferences and 

engagement. Dynamic elements include adaptive dialogue, 

scene modifications, and pacing adjustments. 

The objective is to evaluate the impact of AIGC-driven 

dynamic storytelling on viewer satisfaction and engagement 

compared to a control group watching a traditional linear 

version. 

 Scenes and dialogue intensity vary according to real-time 

emotional data. For example, if a viewer shows high 

excitement, more action-oriented scenes are introduced. The 

system dynamically alters scene length and pacing based on 

viewer attention and engagement. 

Character and Dialogue Variations: Using NLP, dialogue 

changes to match the viewer’s mood and engagement level, 

creating a customised viewing experience. 

Figure 7 is a flowchart illustrating how the narrative 

branches based on viewer emotions, with options for 

character dialogue, scene modifications, and pacing 

adjustments. Each branch adapts based on the viewer’s real-

time reactions. 

 

 
Figure 7: Adaptive Plot Generation Flowchart 
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In Figure 8, the personalised version of Adaptive Horizons 

showed a significant increase in viewer engagement 

(measured by time spent and repeat viewership) compared 

to the traditional version. 

 
Figure 8. Viewer Engagement Comparison 

 

Table 5 displays engagement metrics between personalised 

and traditional versions, including metrics such as viewing 

time, emotional engagement, and repeat viewership. 

 

Table 5. Engagement metrics 

Engagement 

Metric 

Personalised 

Version 

Traditional 

Version 

Average Viewing 

Time 

76 minutes 58 minutes 

Emotional 

Engagement Rate 

83% 62% 

Repeat Viewership 29% 17% 

 

In Table 6, the dynamic version received higher 

satisfaction ratings, particularly in personalisation and 

emotional impact, though narrative coherence rated slightly 

lower than in the traditional format. 

 

Table 6. Viewer Satisfaction and Narrative Coherence 

Metric Personalised 

Version 

Traditional 

Version 

Satisfaction 

Score 

4.5/5 3.8/5 

Narrative 

Coherence 

4.1/5 4.6/5 

Emotional 

Impact 

85% 70% 

 

 
Figure 9. Satisfaction Scores - Personalised vs Traditional 

Films 

 

Figure 9 compares satisfaction scores across various 

narrative aspects, highlighting higher satisfaction in the 

dynamic storytelling version. The dynamic version had a 29% 

rewatch rate, indicating a stronger impact on viewer 

retention and interest in re-experiencing the film. The 

system continuously adapts based on viewer responses, from 

the initial User Profiling to Content Generation and back to 

real-time Feedback, illustrating the seamless integration of 

dynamic storytelling. 

Findings support that AIGC-driven dynamic storytelling 

significantly improves viewer engagement and satisfaction. 

Dynamic adaptations may occasionally disrupt narrative 

flow, suggesting a need for hybrid models that balance 

personalisation with fixed story elements. Data privacy 

challenges in user profiling and the complexity of achieving 

seamless coherence with dynamic content. Hybrid narrative 

models, enhanced coherence techniques, and improved 

privacy measures in personalised storytelling. 

 

IV. CHALLENGES AND LIMITATIONS 
 

Adaptive storytelling can lead to discontinuities, as 

personalised branches may disrupt plot coherence or create 

disjointed storylines. This can lead to a fragmented viewing 

experience, potentially causing viewers to lose emotional 

connection with the narrative. Hybrid approaches that blend 

fixed story elements with adaptive components help 

maintain coherence (Table 7). 
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Table 7. Comparison of Fixed and Dynamic Storytelling 

Approaches on Narrative Coherence 

Approach Narrative 

Coherence 

Personalisation 

Level 

Viewer 

Satisfaction 

Fixed High Low Moderate 

Fully 

Dynamic 

Moderate High High 

Hybrid High Moderate High 

 

Real-time adaptation requires significant processing 

power, especially when multiple viewers' preferences and 

emotions must be processed instantly. High computational 

demands can lead to delays, buffering, or reduced quality in 

adaptive elements. Efficient algorithms, cloud computing, 

and edge processing have been proposed to address 

processing demands. The data flow and processing 

requirements at each module—User Profiling, Content 

Generation, and Feedback Loop—highlighting areas with 

high processing demands. 

Personalised storytelling requires collecting sensitive data, 

such as viewer preferences, emotional responses, and 

viewing history. This poses privacy and security risks. Data 

breaches or misuse can lead to privacy violations, potentially 

damaging user trust. Secure data encryption, anonymisation, 

and data handling protocols are critical to ensuring user 

privacy.  

 

 
Figure 10. Viewer Privacy Concerns with AIGC-Driven 

Personalisation 

 

Figure 10 compares viewer willingness to share personal 

data for personalisation benefits under different security 

assurances. 

In Table 8, AIGC’s automated content adjustments may 

diverge from the intended artistic direction, impacting the 

original narrative vision (Leong, 2024f). This can result in 

reduced narrative quality or inconsistent thematic 

expression. Introducing adjustable parameters allows 

creators to define boundaries for AI-driven changes. 

 

Table 8. Comparison of Artistic Control in Different 

Storytelling Approaches 

Approach Artistic 

Control 

Viewer 

Engagement 

Flexibility 

Traditional 

Storytelling 

High Moderate Low 

AIGC-Driven 

Adaptation 

Low High High 

Hybrid 

Model 

Moderate High Moderate 

 

Ethical concerns arise when AI customises content based 

on user data, especially in shaping characters or plotlines to 

fit perceived viewer biases. Potential reinforcement of 

stereotypes or biased content delivery based on viewer 

profile characteristics. Implementing content diversity 

checks and responsible AI guidelines to ensure balanced 

portrayals. 

Excessive personalisation may lead to a lack of surprise or 

a repetitive viewing experience, as adaptive storytelling 

systems continuously align content with user preferences. 

Reduced engagement due to predictability, leading to 

decreased viewer retention. Implementing diversity in story 

branches and randomising certain adaptive features to 

introduce novelty. 

 

 
 

Figure 11. Viewer Retention vs Level of Personalisation 
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Figure 11 shows viewer retention rates over time under 

different levels of personalisation, illustrating a potential 

drop-off with over-personalisation. 

 The complexity of managing multiple story arcs in real-

time can lead to inconsistencies or an overwhelming variety 

of plot options. This can reduce the overall quality and 

cohesiveness of the narrative, confusing viewers. Controlled 

branching and the use of story templates to standardise 

certain elements. 

In Table 9, current AI systems may struggle to interpret 

complex or nuanced emotional responses, leading to 

inappropriate or ineffective adaptations. May cause 

mismatched story elements, negatively affecting emotional 

engagement. Enhanced emotion AI models and multimodal 

data processing that incorporates additional cues like vocal 

tone and body language (Leong, 2024b; Huang, 2022). 

 

Table 9. Emotion Detection Accuracy in Simple vs. Complex 

Emotional States 

Emotion Type Detection 

Accuracy 

Application in 

Story Adaptation 

Basic (Happy, 

Sad) 

High Effective 

Complex 

(Bittersweet) 

Moderate Limited 

Mixed 

(Conflicted) 

Low Challenging 

 

Scaling adaptive storytelling to large audiences is costly 

due to high processing requirements and advanced 

infrastructure needs. Limits accessibility and restricts AIGC 

adoption, especially in lower-budget productions. 

Developing cost-effective AI solutions or offering tiered 

adaptation levels based on viewer demographics (Gervás, 

2019; Thorne, 2021). 

 Adaptive storytelling with AIGC offers significant 

engagement benefits but presents challenges in maintaining 

narrative coherence, ensuring ethical content delivery, and 

addressing technical limitations (Leong, 2024g). Our 

analysis shows that hybrid models and controlled story 

branching are viable approaches to overcome these 

limitations.  Focused research is needed on advanced 

emotion detection, standardised adaptive plot management, 

and secure data practices to broaden AIGC’s potential in 

storytelling. 

 

V. CONCLUSIONS 
 

Dynamic storytelling and personalised film narratives 

powered by AI-generated content (AIGC) mark a significant 

shift in how audiences engage with media. By incorporating 

adaptive elements that respond to viewer preferences, 

emotions, and engagement levels, AIGC-driven storytelling 

creates immersive and unique experiences tailored to 

individual viewers. This technology not only enhances 

audience satisfaction and retention but also offers 

filmmakers new creative avenues for crafting interactive and 

responsive narratives.  Despite the advantages, challenges 

remain in balancing personalisation with narrative 

coherence, addressing privacy concerns, and managing the 

high computational demands of real-time adaptation. The 

integration of hybrid storytelling approaches and controlled 

branching can help mitigate these issues, preserving artistic 

vision while ensuring meaningful personalisation. Advances 

in emotion recognition, secure data practices, and real-time 

processing efficiency will be crucial for the broader adoption 

of AIGC-driven storytelling. 

Looking ahead, dynamic storytelling holds vast potential 

to reshape the future of media, enabling narratives that 

evolve with each viewer. As technology progresses, so will 

the opportunities for storytellers to deliver deeply engaging, 

emotionally resonant experiences that blur the line between 

the creator’s vision and the viewer’s desires. 
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